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ABSTRACT: Producing good quality 3D scanning models
which encode color sampling is still a complex task. The
acquisition of surface properties, such as the apparent color, is
often decoupled from the acquisition of the geometry, leading
to data defined in different reference systems. A common
situation is to have several pictures of the scanned object
with no information about their relative position. The image–
to–geometry alignment task can be very time consuming
and, except in special cases, is never done automatically.
The usual approach demands to the user the selection of
correspondences between points in the pictures and points on
the object. This paper proposes a novel system to assist the
user in the alignment process by computing the minimum set
of correspondences which have to be selected. The system is
based on a graph representation where the nodes represent the
pictures and the 3D object, and arcs encode correspondences.
This graph is used to infer new correspondences from the
ones specified by the user and from successful alignment of
single images.

I. I NTRODUCTION

The digitalization of real objects, usually referred as 3D
scanning, has become one of the most discussed topics in
computer graphics. This is due both to the many intrinsic
difficulties and technical/theoretical problems involved (see
[BR02] for a survey) and to the wide variety of applications
of 3D scanning, which include virtual museums, restoration
planning and documentation [CCG+04], industrial manufac-
turing, reverse engineering, etc.

Many applications require to sample not just the geometry
but also the color information, for example when digitalizing
piece of arts for building virtual museums. Acquiring the real
color of an object, i.e. its surface reflection properties, is a
complicated and time consuming task [LKG+03], [Goe04]
and the methods proposed usually make some assumptions on
the photometric property of the material and/or on the light
conditions (which usually have to be controllable to obtain
good quality results). However, for most practical cases a
series of pictures taken by a digital camera are simply stitched
onto the surface of the object, trying to avoid shadows and
highlights and taking pictures with favorable light conditions.
However, even in this simplest case, the pictures need to
be processed in order to build a plausible texture for the
object[CCS02].

When managing color information, a fundamental problem
is how to register the images with the geometric data. In some
cases the problem is solved by fixing the camera onto the 3D
scanner, so that the relative position of the two devices is
known and 2D and 3D data are already aligned[PCD+97],
[SWI97]. Unfortunately, in many cases the image are unreg-
istered since a more simple setup is used (hand-held camera,
color acquired in a second stage). There are two main reasons
for that: the 3D scanner may be working in light conditions
which are not optimal for cameras and viceversa or, most
important, the pictures may have been taken by a professional
photographer independently from the 3D scanning campaign.

A number of papers addressed the problem of registering
2D pictures to 3D geometry and a brief survey of state of the
art approaches is presented in SectionII. We can still say that
there is no fully automatic approach to register 2D images
in the general case (large and complex object, with images
depicting only a subset of its overall extent) . The user is
usually required to provide correspondences, or hints on the
correspondences, between the 2D images and 3D geometry
and/or between two or more 2D images.

The main contribution of this work is a technique to
minimize the user intervention in the process of registering
a set of images with a 3D model. The main idea is to
setup agraph of correspondences, where the 3D model and
all the images are represented as nodes and two nodes are
connected if a correspondence between them exists. The graph
of correspondences is then used to automatically infer new
correspondences and to find which is the shortest path, in
term of the number of correspondences that must be provided
by the user, to complete the registration of all the images.
The technique is incorporated in an application which is
also described in detail. The paper proceeds as follows:
Section II briefly presents the method more closely related to
our problem: Section III describes the method implemented to
align a single image; Section IV describes the correspondence
graph and its use to infer new correspondences; Section V
show how the correspondence graph is used to minimize the
user workload. Section VI shows a case study to evaluate the
benefit from the proposed technique and finally conclusions
and future work are reported in Section VII

II. RELATED WORK

Camera parameters estimation involves the computation of
intrinsic parameters, i.e the ccd sizes, the focal length, the
optical center and radial distortion introduces by the lens, and
the extrinsic parameters, i.e. position and orientation of the
camera in the global reference system.Intrinsic parameters



can be estimated by providing 3D-2D correspondences or
taking a picture of a known calibration pattern on a planar
geometry [Tsa87], [Zha98]. In this second case the pattern
can be detected automatically. A number of publicly available
libraries for camera calibration are available (for example
[Cor01]).

To find theextrinsic parameters, i.e. the view specification
associated to a given picture, if often done by providing
3D-2D correspondences and minimizing an error function
which usually is the sum of the differences between each
3D point projected onto the screen and its 2D corresponding
2D feature. To avoid the tedious work to provide correspon-
dences,landmarks can be placed onto the real object and
detected automatically. When each image covers the entire
object, the silhouette of the model and the 2D contour of
the object can be used as matching features. This is done by
minimizing the difference between the projection of the object
and its image in the picture, which requires a 2D segmenta-
tion usually easy to achieve automatically (or anyway, with
little user intervention) [NK99], [Low91], [MK99], [LHS00],
[WWH97].

III. A LIGNING THE SINGLE IMAGE

The alignment of a single image to a 3D model is per-
formed by defining all the parameters of the virtual camera
whose position and calibration offer an optimal overlapping of
the image and the model, with respect to the ”world” reference
system. As previously mentioned, camera parameters can be
divided in two main groups:

• extrinsic parameters, which model the location and
orientation of the camera with respect to a world co-
ordinate system, and

• intrinsic parameters, which model the behavior of the
internal geometry and the optical characteristics of the
camera.

Figure 1 shows an example of camera geometry. Extrinsic
parameters can be inferred by the rigid body transformation
from world coordinate system (xw, yw, zw) to the camera 3D
coordinate system (x,y,z): x

y
z
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 xw

yw
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 + T (1)

where R is the 3*3 rotation matrix and T is the translation
vector. These are the parameters we have to optimize to derive
the position and orientation of the camera. The transformation
from 3D camera coordinates to distorted image coordinates
(ud, vd) is regulated by intrinsic parameterf, which is the
focal length:
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Another intrinsic parameter which can be considered is radial
lens distortion: we can calculate undistorted image coordi-
nates

Xd + Dx = Xu , Yd + Dy = Yu (4)

Fig. 1. Camera geometry with radial lens distortion
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so the parameters to be calibrated areki.
The user-driven setup of a few correspondences between

points in the image and on the 3D mesh is the standard
approach to calculate all these parameters. As a matter of
fact, the goal is to find the parameter values which minimize
the error functionvalue, defined as the distance between the
selected image points and the projection of the points selected
on the 3D model (projected back on the image by using
the computed camera intrinsic and extrinsic parameters). In
our approach two kind of calibrations can be performed
by the user: the first one, based on Tsai approach [Tsa87],
needs at least 12 point correspondences, and it is able to
optimize all extrinsic and intrinsic parameters. The second
kind of calibration performs a non-linear method [DG97]
derived from Faugeras and Toscani approach [FT86], which
needs at least 4 correspondences and performs optimization
on extrinsic parameters and focal length value. Another useful
option is the possibility for to user to optimize only one (or
more) of the variables, i.e. rotation, translation, focal length
or lens distortion. This can be useful, for instance, if we are
sure about the obtained optimization of intrinsic parameters
(e.g. because we have performed a pre-calibration of the
camera) and thus we need only to optimize the rotation and
the translation to align the image.

IV. I NFERRING CORRESPONDENCES

The registration of a single 2D image to a 3D geometry can
be performed using a number of linear and non-linear tech-
niques, and the difficulty of operation is usually determined by
the need to find a sufficient number ofuseful correspondences.
Moreover, registering 15-20 images to a single 3D geometry
can be very time consuming and hard to manage, especially
when the geometry presents large flat areas with insufficient



shape features or when single images cover a too small section
of the 3D model. The former could be the case, for example,
of a large mosaic or a very simply-shaped building. An helpful
solution could be the possibility to utilize correspondences
between single images. The overlapping areas of 2D images,
due to color changes and texture detail, could be much more
useful to infer new correspondences than the corresponding
section of the 3D model shape.

Our technique for graph-based setup of correspondences
(addressing bothimage-to-geometryand image-to-imagecor-
respondences individuation) has been developed to help the
user to complete the registration of all images in a shorter
time, setting a lower number ofimage-to-geometrycorrespon-
dences. We use the information encoded in the graph (i.e.
the links which connect single images) and a graph traversal
approach to detect the “shortest path”, i.e. the minimum
number of new correspondences which have to be instantiated
to complete the registration.

The structure of graph is quite simple: the 3D model and
each image are represented by nodes; if a correspondence
between any of the nodes exists, the nodes are connected by
an arc. We show a very simple correspondence graph in the
example in Figure 2: IMAGE1 is connected with the 3D mesh
with three correspondences (i.e. three corresponding point
pairs have been selected); IMAGE2 has four correspondences;
moreover, IMAGE1 and IMAGE2 share a correspondence pair
(arc a) in the mesh and are connected by a correspondence
(arc g) which has no connection with the mesh, i.e. is a pair
between points in the images (aimage-to-imagecorrespon-
dence).

The graph encodes all the connections between images
and geometry (either of typeimage-to-geometryor image-
to-image). Let us introduce what do we mean with inferring
new correspondences.

Automatic inferring of newimage-to-geometrycorrespon-
dences can be performed whenever an imageI2 is aligned
to the 3D geometryM and to another imageI1 via some
image-to-image(I2I) correspondence pairs, since we may
infer an implicit image-to-geometry(I2G) betweenI1 and
M by taking into account the composition ofI2G(I2,M)
with I2I(I2, I1). This composition is performed by mutually
projecting corresponding points: given a point pair(p, q)
which defines the correspondenceI2I(I2, I1) with p ∈ I1

and q ∈ I2, by projectingq on the geometry according to
I2G(I2,M) we indirectly connect the pointp of image I2

to the modelM . This mechanism is shown in the right-most
graph in Figure 2, which shows what automatically happens
when IMAGE2 is aligned to the mesh: the point on IMAGE2
associated to correspondenceg is projected on the model,
creating at the same time an “indirect” correspondenceg
(represented by a bold broken line) between IMAGE1 and
the mesh. In this case the act of mutually aligning an image
pair caused the creation of a new correspondence between
an image and the mesh, without intervention by the user.
This approach can be very useful when an image covers a
region of the 3D shape where it is hard to find shape-based
correspondences. Using a mixedimage-to-imageand image-
to-geometry, approach the user can set some correspondences

with other images that present overlaps with the one covering
a region with insufficient shape features. As soon as the
connected images are aligned in an accurate manner to the
geometry, new “indirect” correspondences are created for the
more “challenging” images, helping the user to complete the
alignment.

V. M INIMIZATION OF USER WORKLOAD

The graph iscompletew.r.t the alignment task when an
arc (either explicit or inferred) has been defined for each
model-image pair. The possibility of automatically inferring
new correspondences between images and the 3D model
implies that, given an intermediate completion status of the
graph, there are different “paths” which could be added to
complete the graph and to find a solution to the registration
problem. Each path has a different cost in terms of number
of necessary point-to-point correspondences which are needed
to align the corresponding nodes. Managing the registration
of many images can be quite challenging for the user, since
a complex graph has to be initialized. An handy alignment
system should give advices to the user on which images and
how many point pair correspondences should be added in
order to minimize the cost of registration and to produce a
valid complete alignment. In order to do this it’s necessary
to explore all the possible paths who lead to the end of
alignments. Since for a high number of images the exploration
of state graph could be time consuming, a pruning operation
is necessary to give an answer to user in a short time.

We show a simple example to demonstrate that different
costs can be required for different registrations of the same
set of images (Figure 3); in this case, we start from the
hypothesis that at least five correspondences are needed to
align an image to the 3D model (singleimage-to-geometry
alignment). In figure 3 the starting state (uppermost graph)
shows that IMAGE1 has only one connection to the 3D
model, IMAGE2 has three connections and IMAGE3 has
four connections. Observing only the current state, the wisest
choice seems to be the creation of a single correspondence
from IMAGE3 to the mesh. This leads to the state in the
second line in Figure 3, with a cost of 1 since we added just
a new correspondence (arcp). A new correspondence (dashed
arc o) can be inferred from IMAGE1 to the 3D model. If we
align IMAGE2 to the 3D model, with the cost of 2 more
correspondence (linesq and r), we may also create 4 new
connections (dashed arci,l,m,n) between IMAGE1 and the
3D model (right-most graph on second line, Figure 3). At this
point, IMAGE1 can be aligned without any new intervention
by user and the total cost to complete registration is 3. But if
we decide, going back to the starting graph layout, to align
first IMAGE2 to the the 3D model, we discover that with a
cost of two new correspondences (arcsp and q, bottom-left
graph of Figure 3) IMAGE1 earns 4 new inferred connections
to 3D model. At this point, IMAGE1 can be aligned without
any added cost (Figure 3, bottom-right) and IMAGE3 has
a new inferred connection (dashed arco). We have reached
the minimum number of connections to complete the initial
alignment (two new arcs).



Fig. 2. Example of correspondences graph (on the left). A newimage-to-geometrycorrespondence (g) for IMAGE1 is inferred automatically given an
image-to-imagecorrespondence which links IMAGE1 with IMAGE2 (graph on the right).

As this simple example shows, only with a smart ex-
ploration of all the possible future states we can foresee
the path which leads to the completion of the registration
with the lowest cost. In our approach we try to predict the
evolution of the graph, so we use a simplified version of
a correspondences graph, called Stategraph, which contains
only some useful information: total cost of registration, and,
for each non aligned node, the number of correspondences
to 3D model and to the other non-aligned images. When we
simulate the alignment of an image, Stategraph is “updated”.
The final Stategraph is the one with all nodes aligned, and
a final registration cost. The algorithm should follow every
possible path until it reaches a graph status corresponding
to complete registration. All possible paths should be tested
in order to discover the shortest one (that is the one with
lowest registration cost) . As for the example in Figure 3, the
application would suggest the user to align IMAGE2 as a first
step, and then to consider IMAGE3 and IMAGE1.

Unfortunately, if the user is managing a quite big number
of images (e.g. 20 or more) the graph of possible future
states can be quite complicate, so that a complete exploration
of all possible future states results in an excessive time
overhead. To avoid this exhaustive search, we need a strategy
of Stategraph pruning. Since, at the moment, no particular
indication can be extracted by the 3D model and images
features, pruning strategy must take account of user previous
behavior in order to infer what images can be considered
more strictly related between each other. Analyzing a state,
the pruning strategy must select a certain number (three
in our algorithm) of non-aligned images. These images are
selected considering two main factors: the number of (direct
and inferred) correspondences to the mesh, and the number
of correspondences to other non-aligned images. The first
factor describes the proximity of the image to a possible
alignment, the second factor describes the number of new

correspondences that the alignment of image would produce.
When a non-aligned image is selected, a simulation of its
alignment produces a new Stategraph, where all connections
of the image with other non-aligned images are transformed
in inferred correspondences. The total cost of registration is
increased by the minimum number of new correspondences
needed to align the selected image. Moreover, the algorithm
suggests to the user one or more nodes that could be useful
to complete the alignment of this image: one of them is
always the 3D model, but if the algorithm finds an aligned
image which already has some connections with the selected
image, it argues that the image can be well overlapped with
the selected one, and it indicates it as another good node to
set new correspondences to. For each Stategraph which is
calculated, three new possible Stategraphs are produced, until
all the paths are completed. The path with the lowest cost
is the one the algorithm will indicate to user. Exploration of
paths to registration is useful to user only when the algorithm
can work on a set of data where some correspondences
between similar images are already set, and where some
“simpler-to-align” images are already aligned with the 3D
model. This is because the algorithm cannot infer anything
about images quality and percentage of overlapping. Path
exploration is very useful when the user has set a good
number of connections, and he needs some advice to complete
registration quickly. For example, sometimes the user could
not notice that an image, due to inferred connections, does not
need other correspondences to be aligned. Advice mechanism
will let him know about it.

VI. RESULTS AND DISCUSSION

We present in this section a simple concrete example where
graph correspondence helps the user in aligning an image.
We suppose to have two images to be aligned over the
digital model of Michelangelo’s David. Images are shown in



Fig. 3. Different workloads in registration completing. Top: starting state. Middle: registration aligning Image 3 for first, then Image 2. Bottom: registration
aligning Image 2 for first, then Image 1.

Figure 4: the first one encodes visually some shape features
that can be used to set correspondences with the 3D model
(hand, chest, hair...). The second image depicts a partially
overlapped view of the statue where there are almost no
relevant surface features. Nevertheless, in Figure 5 we see
how lots of correspondences can be set in the overlapping
area of the images, due to the presence of a lot of small
holes and brown spots which are well evident in the images.
The screenshot presented in Figure 5 shows the structure of
our application: in theWorkspacemode the thumbnail of all
loaded images are listed in the lower part of the window, and
any pair can be loaded to set newimage-to-imageconnections
(marked as green crosses in the images, or as solid points on

the 3D model). Figure 5 shows how matching texture features
can be used to set some connections between images. The
Calibration mode, shown in Figure 6, shows the result of
the alignment of the first image with the 3D model, set by
instantiating 7 pixel-to-3Dpoint correspondences. Once the
first image is aligned, we can use the connections between
images 1 and 2 to align the second one on the 3D model
(see Figure 7). If we ask, after the registration of the first
image, the workload minimizer for an advice (see Figure 8),
it will suggest to align image 2, pointing out that no more
correspondences are needed: 3D Model and Image 1 seem
to be the most suitable to set new correspondences, if the
user wants to refine calibration (see red rectangle). After



Fig. 4. An example of two partially overlapping images (Michelangelo’s David).

Fig. 5. Setting correspondences between two images, based onimage-to-imagecorrespondences based on image features (small dark spots corresponding to
small holes on the David’s marble).



Fig. 6. Alignment of Image 1 with sevenimage-to-geometrycorrespon-
dences.

Fig. 7. Alignment of Image 2 using inferred correspondences.

being registered, texture features of image 2 can be useful for
other images alignment. This simple example shows how the
proposed approach goes beyond the concept of singleimage-
to-geometryalignment: it introduces the possibility to use the
connections between images, which in some cases are much
more stronger or easy to detect visually than the ones between
the image and the 3D model. Moreover, since the possibility
to set connections between all nodes can become confusing
when the user tries to align many images, the workload
minimizer helps the user to get a complete registration with
lower effort.

VII. C ONCLUSION AND FUTUREWORK

A technique to help user in minimizing the workload in
the registration of images to scanned 3D models has been
presented in this paper. The main idea is the representation
of all the connections between the model and the images
using a graph representation. Using a graph-based approach
it is possible to create new links between the images and the
3D model, usingimages-to-imagescorrespondences between
images to infer implicitimages-to-geometrycorrespondences.
It’s also possible, exploring the graph and simulating possible
following states, to identify the series of actions which can

lead to the end of the registration with the lowest work load.
The proposed technique proves to be very helpful when many
images (¿16) have to be registered; moreover, we proved em-
pirically that it is much easier to set correspondences between
the overlapping parts of images than between images and the
3D model. The technique works best when a good number
of connections is set, and some images are already aligned
to the geometry. The graph-based approach is incorporated
in a user-friendly application, which helps user in managing
all images. It also gives the possibility to calibrate only some
(extrinsic or intrinsic) parameters of the camera used.

Even if the registration turns out to be easy and fast,
the proposed technique extracts information out of the
graph by analyzing only user’s choices: unfortunately, no
automatic feature extraction mechanism is provided. As a
future extension, we would like to search for automatic
image feature matching solutions which could, for instance,
determine mutual rough alignment of images or find
overlapping images. This automatic feature extraction (e.g.
based on edge and shape detection, or on color analysis) could
to speed up calibration and improve ”shortest path” definition.
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